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UNIT-I [INTRODUCTION] 
 

What is DATA SCIENCE? 

Data science is an inter disciplinary field that uses scientific methods, 

processes, algorithms and systems to extract or extrapolate knowledge and 

insights from noisy, structured and unstructured data, and apply 

knowledge from data across a broad range of application domains. Data 

science is related to data mining, machine learning and big data. 

Data science is a "concept to unify statistics, data analysis, informatics, and 

their related methods" in order to "understand and analyses 

actual phenomena" with data. It uses techniques and theories drawn from 

many fields within the context of mathematics, statistics, computer 

science, information science, and domain knowledge. 

Data science is a deep study of the massive amount of data, which involves 

extracting meaningful insights from raw, structured, and unstructured data 

that is processed using the scientific method, different technologies, and 

algorithms. 

It is a multidisciplinary field that uses tools and techniques to manipulate 

the data so that you can find something new and meaningful. 

In short, we can say that data science is all about: 

o Asking the correct questions and analyzing the raw data. 

o Modeling the data using various complex and efficient algorithms. 

o Visualizing the data to get a better perspective. 

o Understanding the data to make better decisions and finding the final 

result. 

Example: 

Let suppose we want to travel from station A to station B by car. Now, we 

need to take some decisions such as which route will be the best route to 

reach faster at the location, in which route there will be no traffic jam, and 

which will be cost-effective. All these decision factors will act as input data, 
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and we will get an appropriate answer from these decisions, so this analysis 

of data is called the data analysis, which is a part of data science. 

HOW THIS DATA SCIENCE WORKS? 

Problem Statement 

To build a data science model or utilize a machine learning algorithm, you 

will need to understand what the problem is. This step can also be called 

something more along the lines of a ‘business use case’. In this step, you will 

most likely experience working with stakeholders the most, anyone from 

data analysts, business analysts, product managers, to your company’s 

senior executives. 

Here is an example of a bad problem statement: 

 “We wanna predict how many people will buy our product in the year 

2022” 

Here is an example of a good problem statement: 

 “The current way of predicting sales is inaccurate” 

While the first example makes sense, it does not highlight the problem, it 

highlighted a possible solution instead. The focus first should always be to 

understand the problem in its simplest form. From there, we can then 

present possible solutions using data science techniques and models. 

Another part of the problem statement can be the process of defining goals. 

For example, it will be useful to ask what the current sales prediction 

accuracy is, the goal accuracy, and hopefully, if the model can or cannot 

reach that goal accuracy, and what it means to not reach it exactly. 
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Data Collection 

Regarding the holistic data science process described in this article, the data 

collection process is perhaps the furthest removed step from academia to 

professional environments. As an example, in an educational course, you 

may be given a dataset right away that is already processed and explored. 

For working environments or professional settings, you will have to learn 

how to acquire that data from an outside source or an internal source within 

a data table. This step can take quite a bit of time as you will need to explore 

nearly all data tables in your database, or across databases. The data that 

you ultimately acquire might use different data from various sources. The 

final data will eventually be read into a data frame so that it can then be 

analyzed, trained, and predicted on. 

Here are some possible ways of acquiring data: 

 from CSV files 

 from Google Sheets 

 from Salesforce 

 JSON files 

 database tables 

 from other websites 

 and much more 

 Cleaning Data 

 

 The next step is to clean the data, referring to the scrubbing and 
filtering of data. This procedure requires the conversion of data into a 
different format. It is necessary for processing and analyzing of 



UNIT-I [INTRODUCTION] 
 

information. If the files are web locked, then it is also needed to filter 
the lines of these files. Moreover, cleaning data also constitute 
withdrawing and replacing values. In case of missing data sets, the 
replacement must be done properly, since they could look like non-
values. Additionally, columns are split, merged, and withdrawn as 
well.  

 The data we use will determine our model’s reliability, so this phase is 
time-consuming but is also the most important. One can effortlessly 
use the data from this phase moving forward. 

Exploratory Data Analysis 

This step in the data science process can generally follow the same format. 

At this point, you will have your main, single dataframe. For the sake of the 

data science problem, you will need to separate your X features versus 

your y target variable — what you are trying to predict. These features can 

span from one to hundreds, or even more, but it is best to start off simple 

and analyze the main features of your dataset first (the ones you intuitively 

expect to be significant to the model’s prediction), and then get a glimpse of 

all of the features next. 

You can look at a variety of descriptive statistics that can help to define your 

data, here are some of the easier and more common ways to describe your 

data — oftentimes with the pandas library: 

 df[[‘feature_1’, ‘feature_n’]].head() — first 5 rows of your data 

 df[[‘feature_1’, ‘feature_n’]].tail() — last 5 rows of your data 

 df[[‘feature_1’, ‘feature_n’]].describe() — count, mean, std, min, 25%, 

50%, 75%, max — giving you a good idea of the distribution of your data 

and specific features 

 analyzing missing data — sometimes it is expected 

 data anomalies 
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 erroneous data — negative values that should not be negative, etc. 

Model Comparison 

As you can see, we have performed several steps before starting to discuss 

the main ‘data science’ part. In this section, whether you are performing 

something like regression or classification, it is always best to compare 

several models before choosing one to update and enhance as your final 

model(s). 

For example, although it might seem obvious to pick a specific machine 

learning algorithm for your use case, it is best to remove your bias, and 

obtain a baseline for say, 5 to 10 common algorithms. From there, you can 

compare the benefits of each — not just the accuracy. For example, you 

might want to compare the time it takes to train the model, or 

how expensive it could be, to the requirements of transforming your data. 

Results Discussion 

Before implementing your model into production, you will need to discuss 

the results with your stakeholder. You will look at what your accuracy 

means or your loss metric, like RMSE — Root Mean Square Error. These 

results are oftentimes confusing to people who do not study or employ data 

science, so it is your job to make them as simple as possible so that 

stakeholders can make decisions from your results — to move on or not for 

example (sometimes a complex machine learning algorithm is not the 

answer to the problem). 

 

What is a Data Scientist 

Data scientists are big data wranglers, gathering and analyzing large sets of 

structured and unstructured data. A data scientist’s role combines 

computer science, statistics, and mathematics. They analyze, process, and 
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model data then interpret the results to create actionable plans for 

companies and other organizations. 

Data scientists are analytical experts who utilize their skills in both 

technology and social science to find trends and manage data. They use 

industry knowledge, contextual understanding, skepticism of existing 

assumptions – to uncover solutions to business challenges. 

A data scientist’s work typically involves making sense of messy, 

unstructured data, from sources such as smart devices, social media feeds, 

and emails that don’t neatly fit into a database. 

2. BIG DATA AND DATA SCIENCE HYPE  

HYPE: intensive publicity or promotion 

Data science - extension of statistics that deals with large datasets with the 

help of computer science technologies. Machine Learning is subset of data 

science. 

Big data – deals with the vast collection of heterogeneous data from 

different sources and is not available in standard formats that we are aware 

of. This data won’t be tabulated with a table or chart or graph. 

It classifies into  

1) Structured 

 

Structured is one of the types of big data and By structured data, we mean 

data that can be processed, stored, and retrieved in a fixed format. It refers 

to highly organized information that can be readily and seamlessly stored 

and accessed from a database by simple search engine algorithms. For 

instance, the employee table in a company database will be structured as 

the employee details, their job positions, their salaries, etc., will be present 

in an organized manner.  

 Examples – RDBMS, OLTP(online transaction processing) 
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2) Unstructured 

Unstructured data refers to the data that lacks any specific form or 

structure whatsoever. This makes it very difficult and time-consuming to 

process and analyze unstructured data. Email is an example of 

unstructured data. Structured and unstructured are two important types of 

big data. 

Examples- social networks, digital images 

 

3) Semi-structured 

Semi structured is the third type of big data. Semi-structured data pertains 

to the data containing both the formats mentioned above, that is, 

structured and unstructured data. To be precise, it refers to the data that 

although has not been classified under a particular repository (database), 

yet contains vital information or tags that segregate individual elements 

within the data. Thus we come to the end of types of data.  

Examples – XML files, text files etc. 

  Refer Big Data and Data Science – is this hype? - Saama. 

 

Data Science is an area. 
Big Data is a technique to collect, 
maintain and process huge information. 

It is about the collection, processing, 
analyzing, and utilizing of data in 
various operations. It is more 
conceptual. 

It is about extracting vital and valuable 
information from a huge amount of 
data. 

It is a field of study just like Computer 
Science, Applied Statistics, or Applied 
Mathematics. 

It is a technique for tracking and 
discovering trends in complex data sets. 

The goal is to build data-dominant 
products for a venture. 

The goal is to make data more vital and 
usable i.e. by extracting only important 
information from the huge data within 
existing traditional aspects. 

Tools mainly used in Data Science 
include SAS, R, Python, etc 

Tools mostly used in Big Data include 
Hadoop, Spark, Flink, etc. 

https://www.saama.com/big-data-data-science-hype-2/


UNIT-I [INTRODUCTION] 
 

It is a superset of Big Data as data 
science consists of Data scrapping, 
cleaning, visualization, statistics, and 
many more techniques. 

It is a sub-set of Data Science as mining 
activities which is in a pipeline of Data 
science. 

It is mainly used for scientific 
purposes. 

It is mainly used for business purposes 
and customer satisfaction. 

It broadly focuses on the science of the 
data. 
Example- digital advertisement, 
internet search 

It is more involved with the processes of 
handling voluminous data. 
Example – gaming sector, health care 
sector. 
 
 

3. Getting Past the Hype 

Rachel’s experience going from getting a PhD in statistics to working at 

Google is a great example to illustrate why we thought, in spite of the 

aforementioned reasons to be dubious; there might be some meat in the 

data science sandwich. In her words: 

It was clear to me pretty quickly that the stuff I was working on at Google 

was different than anything I had learned at school when I got my PhD in 

statistics. This is not to say that my degree was useless; far from it—what 

I’d learned in school provided a framework and way of thinking that I 

relied on daily, and much of the actual content provided a solid theoretical 

and practical foundation necessary to do my work. 

But there were also many skills I had to acquire on the job at Google that 

I hadn’t learned in school. Of course, my experience is specific to me in the 

sense that I had a statistics background and picked up more computation, 

coding, and visualization skills, as well as domain expertise while at 

Google. Another person coming in as a computer scientist or a social 

scientist or a physicist would have different gaps and would fill them in 
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accordingly. But what is important here is that, as individuals, we each 

had different strengths and gaps, yet we were able to solve problems by 

putting ourselves together into a data team well-suited to solve the data 

problems that came our way. 

Here’s a reasonable response you might have to this story. It’s a general 

truism that, whenever you go from school to a real job, you realize there’s a 

gap between what you learned in school and what you do on the job. In 

other words, you were simply facing the difference between academic 

statistics and industry statistics. 

A couple replies to this: 

 Sure, there’s is a difference between industry and academia. But does 

it really have to be that way? Why do many courses in school have to be so 

intrinsically out of touch with reality? 

 Even so, the gap doesn’t represent simply a difference between 

industry statistics and academic statistics. The general experience of data 

scientists is that, at their job, they have access to a larger body of 

knowledge and methodology, as well as a process, which we now define as 

the data science process that has foundations in both statistics and 

computer science. 
 

4) Why Now? 

We have massive amounts of data about many aspects of our lives, and, 

simultaneously, an abundance of inexpensive computing power. Shopping, 

communicating, reading news, listening to music, searching for 

information, expressing our opinions—all this is being tracked online, as 

most people know. 

What people might not know is that the “datafication” of our offline 

behavior has started as well, mirroring the online data collection revolution 
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(more on this later). Put the two together, and there’s a lot to learn about 

our behavior and, by extension, who we are as a species. 

It’s not just Internet data, though—it’s finance, the medical industry, 

pharmaceuticals, bioinformatics, social welfare, government, education, 

retail, and the list goes on. There is a growing influence of data in most 

sectors and most industries. In some cases, the amount of data collected 

might be enough to be considered “big” (more on this in the next chapter); 

in other cases, it’s not. 

But it’s not only the massiveness that makes all this new data interesting 

(or poses challenges). It’s that the data itself, often in real time, becomes 

the building blocks of data products. On the Internet, this 

means Amazon recommendation systems, friend recommendations on 

Facebook, film and music recommendations, and so on. In finance, this 

means credit ratings, trading algorithms, and models. In education, this is 

starting to mean dynamic personalized learning and assessments coming 

out of places like Knewton and Khan Academy. In government, this means 

policies based on data. 

We’re witnessing the beginning of a massive, culturally saturated feedback 

loop where our behavior changes the product and the product changes our 

behavior. Technology makes this possible: infrastructure for large-scale 

data processing, increased memory, and bandwidth, as well as a cultural 

acceptance of technology in the fabric of our lives. This wasn’t true a decade 

ago. 

5) DATAFICATION 

 

1. Taking all aspects of life and turning them into data. 

2. Datafication is a technological trend turning many aspects of our 

life into data which is subsequently transferred into information 

realized as a new form of value. 
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Simply put, datafication is a set of tools, processes, and technologies used 

to create a data-driven organization or team. Data-fed enterprises use data 

logging. This is a method of collecting real (or system, in many IT 

companies) data over a period of time and converting it into a digital 

format that can be reported and manipulated to provide a comprehensive 

view. 

Datafication is an interesting concept and led us to consider its importance 

with respect to people’s intentions about sharing their own data. We are 

being datafied, or rather our actions are, and when we “like” someone or 

something online, we are intending to be datafied, or at least we should 

expect to be. But when we merely browse the Web, we are unintentionally, 

or at least passively, being datafied through cookies that we might or might 

not be aware of. And when we walk around in a store, or even on the street, 

we are being datafied in a completely unintentional way, via sensors, 

cameras, or Google glasses. 

This spectrum of intentionality ranges from us gleefully taking part in a 

social media experiment we are proud of, to all-out surveillance and 

stalking. But it’s all datafication. Our intentions may run the gamut, but the 

results don’t. 

Benefits of Datafication: 
 Datafication helps you manage your data 
 Datafication Accelerates Data Processing. 
 Quick access to related data.  

 
Reference for Datafication: https://griffinnet.com/what-is-
datafication-and-how-can-it-impact-your-
business/#:~:text=Datafication allows you to easily instruct 

https://griffinnet.com/what-is-datafication-and-how-can-it-impact-your-business/#:~:text=Datafication%20allows%20you%20to%20easily%20instruct
https://griffinnet.com/what-is-datafication-and-how-can-it-impact-your-business/#:~:text=Datafication%20allows%20you%20to%20easily%20instruct
https://griffinnet.com/what-is-datafication-and-how-can-it-impact-your-business/#:~:text=Datafication%20allows%20you%20to%20easily%20instruct
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6. The Current Landscape (with a Little History) 

So, what is data science? Is it new, or is it just statistics or analytics 

rebranded? Is it real, or is it pure hype? And if it’s new and if it’s real, what 

does that mean? 

This is an ongoing discussion, but one way to understand what’s going on in 

this industry is to look online and see what current discussions are taking 

place. This doesn’t necessarily tell us what data science is, but it at least 

tells us what other people think it is, or how they’re perceiving it. For 

example, on Quora there’s a discussion from 2010 about “What is Data 

Science?” and here’s Metamarket CEO Mike Driscoll’s answer: 

Data science, as it’s practiced, is a blend of Red-Bull-fueled hacking and 

espresso-inspired statistics. 

But data science is not merely hacking—because when hackers finish 

debugging their Bash one-liners and Pig scripts, few of them care about 

non-Euclidean distance metrics. 

And data science is not merely statistics, because when statisticians finish 

theorizing the perfect model, few could read a tab-delimited file into R if 

their job depended on it. 

Data science is the civil engineering of data. Its acolytes possess a 

practical knowledge of tools and materials, coupled with a theoretical 

understanding of what’s possible. 

Driscoll then refers to Drew Conway’s Venn diagram of data science from 

2010, shown in Figure 1-1. 

http://b.qr.ae/18OA3YW
http://www.drewconway.com/zia/?p=2378
https://www.oreilly.com/library/view/doing-data-science/9781449363871/ch01.html#drew-conway-venn-diagram
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Figure 1-1. Drew Conway’s Venn diagram of data science 

 Statistics (traditional analysis you’re used to thinking about) 

 Data munging (parsing, scraping, and formatting data) 

 Visualization (graphs, tools, etc.) 

But wait, is data science just a bag of tricks? Or is it the logical extension of 

other fields like statistics and machine learning?. 

Reference: 1. Introduction: What Is Data Science? - Doing Data Science [Book] 

(oreilly.com). 

 

https://www.oreilly.com/library/view/doing-data-science/9781449363871/ch01.html
https://www.oreilly.com/library/view/doing-data-science/9781449363871/ch01.html
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7. SKILLS SETS NEEDED: 

 

Data Science is such a broad field that includes several subdivisions like data 

preparation and exploration; data representation and transformation; data 

visualization and presentation; predictive analytics; machine learning, etc. For 

beginners, it’s only natural to raise the following question: What skills do I 

need to become a data scientist? 

This article will discuss 10 essential skills that are necessary for practicing data 

scientists. These skills could be grouped into 2 categories, 

namely, technological skills (Math & Statistics, Coding Skills, Data 

Wrangling & Preprocessing Skills, Data Visualization Skills, Machine Learning 
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Skills,and Real World Project Skills) and soft skills (Communication Skills, 

Lifelong Learning Skills, Team Player Skills and Ethical Skills). 

1. Mathematics and Statistics Skills 

(I) Statistics and Probability 

Statistics and Probability is used for visualization of features, data 

preprocessing, feature transformation, data imputation, dimensionality 

reduction, feature engineering, model evaluation, etc. Here are the topics you 

need to be familiar with: 

a) Mean 

b) Median 

c) Mode 

d) Standard deviation/variance 

e) Correlation coefficient and the covariance matrix 

f) Probability distributions (Binomial, Poisson, Normal) 

g) p-value 

h) MSE (mean square error) 
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i) R2 Score 

j) Baye’s Theorem (Precision, Recall, Positive Predictive Value, Negative 

Predictive Value, Confusion Matrix, ROC Curve) 

k) A/B Testing 

l) Monte Carlo Simulation 

(II) Multivariable Calculus 

Most machine learning models are built with a data set having several features 

or predictors. Hence familiarity with multivariable calculus is extremely 

important for building a machine learning model. Here are the topics you need 

to be familiar with: 

a) Functions of several variables 

b) Derivatives and gradients 

c) Step function, Sigmoid function, Logit function, ReLU (Rectified Linear 

Unit) function 

d) Cost function 

e) Plotting of functions 
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f) Minimum and Maximum values of a function 

(III) Linear Algebra 

Linear algebra is the most important math skill in machine learning. A data set 

is represented as a matrix. Linear algebra is used in data preprocessing, data 

transformation, and model evaluation. Here are the topics you need to be 

familiar with: 

a) Vectors 

b) Matrices 

c) Transpose of a matrix 

d) The inverse of a matrix 

e) The determinant of a matrix 

f) Dot product 

g) Eigenvalues 

h) Eigenvectors 
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(IV) Optimization Methods 

Most machine learning algorithms perform predictive modeling by minimizing 

an objective function, thereby learning the weights that must be applied to the 

testing data in order to obtain the predicted labels. Here are the topics you 

need to be familiar with: 

a) Cost function/Objective function 

b) Likelihood function 

c) Error function 

d) Gradient Descent Algorithm and its variants (e.g. Stochastic Gradient 

Descent Algorithm) 

Find out more about the gradient descent algorithm here: Machine 

Learning: How the Gradient Descent Algorithm Works. 

2. Essential Programming Skills 

Programming skills are essential in data science. Since Python and R are 

considered the 2 most popular programming languages in data science, 

essential knowledge in both languages are crucial. Some organizations may 

only require skills in either R or Python, not both. 

https://medium.com/towards-artificial-intelligence/machine-learning-how-the-gradient-descent-algorithm-works-61682d8570b6
https://medium.com/towards-artificial-intelligence/machine-learning-how-the-gradient-descent-algorithm-works-61682d8570b6
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(I) Skills in Python 

Be familiar with basic programming skills in python. Here are the most 

important packages that you should master how to use: 

a) Numpy 

b) Pandas 

c) Matplotlib 

d) Seaborn 

e) Scikit-learn 

f) PyTorch 

(ii) Skills in R 

a) Tidyverse 

b) Dplyr 

c) Ggplot2 

d) Caret 

e) Stringr 

(iii) Skills in Other Programming Languages 

Skills in the following programming languages may be required by some 
organizations or industries: 
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a) Excel 

b) Tableau 

c) Hadoop 

d) SQL 

e) Spark 

3. Data Wrangling and Preprocessing Skills 

Data is key for any analysis in data science, be it inferential analysis, predictive 

analysis, or prescriptive analysis. The predictive power of a model depends on 

the quality of the data that was used in building the model. Data comes in 

different forms such as text, table, image, voice or video. Most often, data that 

is used for analysis has to be mined, processed and transformed to render it to 

a form suitable for further analysis. 

i) Data Wrangling: The process of data wrangling is a critical step for any 

data scientist. Very rarely is data easily accessible in a data science project for 

analysis. It’s more likely for the data to be in a file, a database, or extracted 

from documents such as web pages, tweets, or PDFs. Knowing how to wrangle 

and clean data will enable you to derive critical insights from your data that 

would otherwise be hidden. 

ii) Data Preprocessing: Knowledge about data preprocessing is very 
important and include topics such as: 
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a) Dealing with missing data 

b) Data imputation 

c) Handling categorical data 

d) Encoding class labels for classification problems 

e) Techniques of feature transformation and dimensionality reduction such as 
Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA). 

4. Data Visualization Skills 

Understand the essential components of a good data visualization. 

a) Data Component: An important first step in deciding how to visualize 
data is to know what type of data it is, e.g. categorical data, discrete data, 
continuous data, time series data, etc. 

b) Geometric Component: Here is where you decide what kind of 
visualization is suitable for your data, e.g. scatter plot, line graphs, barplots, 
histograms, qqplots, smooth densities, boxplots, pairplots, heatmaps, etc. 

c) Mapping Component: Here you need to decide what variable to use as 
your x-variable and what to use as your y-variable. This is important especially 
when your dataset is multi-dimensional with several features. 

d) Scale Component: Here you decide what kind of scales to use, e.g. linear 
scale, log scale, etc. 

e) Labels Component: This include things like axes labels, titles, legends, 
font size to use, etc. 

f) Ethical Component: Here, you want to make sure your visualization tells 
the true story. You need to be aware of your actions when cleaning, 
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summarizing, manipulating and producing a data visualization and ensure you 
aren’t using your visualization to mislead or manipulate your audience. 

5. Basic Machine Learning Skills 

Machine Learning is a very important branch of data science. It is important to 
understand the machine learning framework: Problem Framing; Data 
Analysis; Model Building, Testing &Evaluation; and Model Application. Find 
out more about the machine learning framework from here: The Machine 
Learning Process. 

The following are important machine learning algorithms to be familiar with. 

i) Supervised Learning (Continuous Variable Prediction) 

a) Basic regression 

b) Multiregression analysis 

c) Regularized regression 

ii) Supervised Learning (Discrete Variable Prediction) 

a) Logistic Regression Classifier 

b) Support Vector Machine Classifier 

c) K-nearest neighbor (KNN) Classifier 

d) Decision Tree Classifier 

e) Random Forest Classifier 

https://medium.com/towards-artificial-intelligence/the-machine-learning-process-3ac14c9a557c
https://medium.com/towards-artificial-intelligence/the-machine-learning-process-3ac14c9a557c


UNIT-I [INTRODUCTION] 
 

iii) Unsupervised Learning 

a) Kmeans clustering algorithm 

6. Skills from Real World Capstone Data Science Projects 

Skills acquired from course work alone will not make your a data scientist. A 
qualified data scientist must be able to demonstrate evidence of successful 
completion of a real world data science project that includes every stages in 
data science and machine learning process such as problem framing, data 
acquisition and analysis, model building, model testing, model evaluation, and 
deploying model. Real world data science projects could be found in the 
following: 

a) Kaggle Projects 

b) Internships 

c) From Interviews 

7. Communication Skills 

Data scientists need to be able communicate their ideas with other members of 
the team or with business administrators in their organizations. Good 
communication skills would play a key role here to be able to convey and 
present very technical information to people with little or no understanding of 
technical concepts in data science. Good communication skills will help foster 
an atmosphere of unity and togetherness with other team members such as 
data analysts, data engineers, field engineers, etc. 

8. Be a Lifelong Learner 

Data science is a field that is ever-evolving, so be prepared to embrace and 
learn new technologies. One way to keep in touch with developments in the 
field is to network with other data scientists. Some platforms that promote 
networking are LinkedIn, github, and medium (Towards Data 

https://towardsdatascience.com/
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Science and Towards AI publications). The platforms are very useful for up-
to-date information about recent developments in the field. 

9. Team Player Skills 

As a data scientist, you will be working in a team of data analysts, engineers, 
administrators, so you need good communication skills. You need to be a good 
listener too, especially during early project development phases where you 
need to rely on engineers or other personnel to be able to design and frame a 
good data science project. Being a good team player world help you to thrive in 
a business environment and maintain good relationships with other members 
of your team as well as administrators or directors of your organization. 

10. Ethical Skills in Data Science 

Understand the implication of your project. Be truthful to yourself. Avoid 
manipulating data or using a method that will intentionally produce bias in 
results. Be ethical in all phases from data collection, to analysis, to model 
building, analysis, testing and application. Avoid fabricating results for the 
purpose of misleading or manipulating your audience. Be ethical in the way 
you interpret the findings from your data science project. 

Reference: Data Science Minimum: 10 Essential Skills You Need to Know to Start Doing 

Data Science | by Benjamin Obi Tayo Ph.D. | Towards Data Science 

8. STATISTICAL INFERENCE 

Inference: a conclusion reached on the basis of evidence and reasoning. 

a guess that you make or an opinion that you form based on 

the information that you have. 

Statistical inference is a vast area which includes many statistical 

methods from analyzing data to drawing inferences or conclusions in 

https://towardsdatascience.com/
https://towardsai.net/
https://towardsdatascience.com/data-science-minimum-10-essential-skills-you-need-to-know-to-start-doing-data-science-e5a5a9be5991#:~:text=Data%20Science%20Minimum%3A%2010%20Essential%20Skills%20You%20Need,8.%20Be%20a%20Lifelong%20Learner%20...%20More%20items
https://towardsdatascience.com/data-science-minimum-10-essential-skills-you-need-to-know-to-start-doing-data-science-e5a5a9be5991#:~:text=Data%20Science%20Minimum%3A%2010%20Essential%20Skills%20You%20Need,8.%20Be%20a%20Lifelong%20Learner%20...%20More%20items
https://dictionary.cambridge.org/dictionary/english/guess
https://dictionary.cambridge.org/dictionary/english/opinion
https://dictionary.cambridge.org/dictionary/english/form
https://dictionary.cambridge.org/dictionary/english/based
https://dictionary.cambridge.org/dictionary/english/information
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research or business problems. It plays a vital role in the application of data 

science across industries. 

Statistical inference is the process of drawing conclusions about unknown 

population properties, using a sample drawn from the population.  Unknown 

population properties can be, for example, mean, proportion or variance. 

These are also called parameters. 

Statistical inference is broadly divided into 2 parts:  

1. Estimation and  

2. Hypothesis Testing.  

Estimation is further divided into point estimation and interval estimation. 

In point estimation, we estimate an unknown parameter using a single 
number that is calculated from the sample data. For example, the  average 
salary of junior data scientists based on a sample is 55,000 euros 

In Interval estimation, we find a range of values within which we believe 
the true population parameter lies with high probability. Here, the average 
salary of junior data scientists is between 52,0000 and 58,000,  with a 95% 
confidence level. 

In hypothesis testing we need to decide whether a statement regarding a 
population parameter is true or false, based on sample data. For example, a 
claim that the average salary of junior data scientists is greater than 
50,0000 euros annually can be tested using sample data. 

Importance of Statistical Inference 

Inferential Statistics is important to examine the data properly. To make an 

accurate conclusion, proper data analysis is important to interpret the 

research results. It is majorly used in the future prediction for various 

observations in different fields. It helps us to make inference about the 
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data. The statistical inference has a wide range of application in different 

fields, such as: 

 Business Analysis 

 Artificial Intelligence 

 Financial Analysis 

 Fraud Detection 

 Machine Learning 

 Share Market 

 Pharmaceutical Sector 

 

 

Statistical Inference Examples 

An example of statistical inference is given below. 
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Question: From the shuffled pack of cards, a card is drawn. This trial is 
repeated for 400 times, and the suits are given below: 

Suit Spade Clubs Hearts Diamonds 

No.of times drawn 90 100 120 90 

While a card is tried at random, then what is the probability of getting a 

1. Diamond cards 
2. Black cards 
3. Except for spade 

Solution: 

By statistical inference solution, 

Total number of events = 400 

i.e.,90+100+120+90=400 

(1) The probability of getting diamond cards: 

Number of trials in which diamond card is drawn = 90 

Therefore, P(diamond card) = 90/400 = 0.225 

(2) The probability of getting black cards: 

Number of trials in which black card showed up = 90+100 =190 

Therefore, P(black card) = 190/400 = 0.475 

(3) Except for spade 

Number of trials other than spade showed up = 90+100+120 =310 

Therefore, P(except spade) = 310/400 = 0.775 

Reference: 1 Statistical Inference - Definition, Types, Procedure, and Example (byjus.com) 

2. What is statistical inference - an introduction to inferential statistics (digitaschools.com) 

9. POPULATION AND SAMPLES 

A population is the entire group that you want to draw conclusions about. 

 A sample is the specific group that you will collect data from.  

https://byjus.com/maths/statistical-inference/
https://digitaschools.com/what-is-statistical-inference/#:~:text=Statistical%20inference%20is%20a%20vast%20area%20which%20includes,in%20the%20application%20of%20data%20science%20across%20industries.
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The size of the sample is always less than the total size of the population. In 
research, a population doesn’t always refer to people. 

In research, a population doesn’t always refer to people. It can mean a 
group containing elements of anything you want to study, such as objects, 
events, organizations, countries, species, organisms, etc. 

Collecting data from a population 

Populations are used when your research question requires, or when you 
have access to, data from every member of the population. 

Usually, it is only straightforward to collect data from a whole population 
when it is small, accessible and cooperative. 

Example: Collecting data from a population. A high school administrator 

wants to analyze the final exam scores of all graduating seniors to see if 

there is a trend. Since they are only interested in applying their findings to 

the graduating seniors in this high school, they use the 

whole population dataset. 

For larger and more dispersed populations, it is often difficult or impossible 
to collect data from every individual. For example, every 10 years, the 
federal US government aims to count every person living in the country 
using the US Census. This data is used to distribute funding across the 
nation. 

However, historically, marginalized and low-income groups have been 
difficult to contact, locate and encourage participation from. Because of 
non-responses, the population count is incomplete and biased towards 
some groups, which results in disproportionate funding across the country. 

In cases like this, sampling can be used to make more precise inferences 
about the population. 

Collecting data from a sample 

When your population is large in size, geographically dispersed, or difficult 
to contact, it’s necessary to use a sample. With statistical analysis, you can 
use sample data to make estimates or test hypotheses about population 
data. 

https://www.scribbr.com/research-process/research-questions/
https://www.scribbr.com/?cat_ID=34372
https://www.scribbr.nl/methodology/hypotheses/
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Example: Collecting data from a sampleYou want to study political 

attitudes in young people. Your population is the 300,000 undergraduate 

students in the Netherlands. Because it’s not practical to collect data from 

all of them, you use a sample of 300 undergraduate volunteers from three 

Dutch universities who meet your inclusion criteria. This is the group who 

will complete your online survey. 

Ideally, a sample should be randomly selected and representative of the 
population. Using probability sampling methods (such as simple random 
sampling or stratified sampling) reduces the risk of sampling bias and 
enhances both internal and external validity. 

For practical reasons, researchers often use non-probability 
sampling methods. Non-probability samples are chosen for specific criteria; 
they may be more convenient or cheaper to access. Because of non-random 
selection methods, any statistical inferences about the broader population 
will be weaker than with a probability sample. 

Reasons for sampling 

 Necessity: Sometimes it’s simply not possible to study the whole 
population due to its size or inaccessibility. 

 Practicality: It’s easier and more efficient to collect data from a 
sample. 

 Cost-effectiveness: There are fewer participant, laboratory, 
equipment, and researcher costs involved. 

 Manageability: Storing and running statistical analyses on smaller 
datasets is easier and reliable. 

Population and Sample Examples.  

All the people who have the ID proofs is the population and a group of 
people who only have voter id with them is the sample.  

All the students in the class are population whereas the top 10 students 
in the class are the sample. 

All employees in an office would be population. 

Out of all employees all the managers in the office is sample. 

https://www.scribbr.com/methodology/inclusion-exclusion-criteria/
https://www.scribbr.com/methodology/probability-sampling/
https://www.scribbr.com/methodology/simple-random-sampling/
https://www.scribbr.com/methodology/simple-random-sampling/
https://www.scribbr.com/methodology/stratified-sampling/
https://www.scribbr.com/methodology/sampling-bias/
https://www.scribbr.com/methodology/internal-validity/
https://www.scribbr.com/methodology/external-validity/
https://www.scribbr.com/methodology/non-probability-sampling/
https://www.scribbr.com/methodology/non-probability-sampling/
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Reference: Population vs. Sample | Definitions, Differences & Examples (scribbr.com) 

10. STATISTICAL MODELING 

  Statistical modeling is the use of mathematical models and statistical 
assumptions to generate sample data and make predictions about the 
real world. A statistical model is a collection of probability distributions 
on a set of all possible outcomes of an experiment. Statistical modeling is 
the process of applying statistical analysis to a dataset. A statistical 
model is a mathematical representation (or mathematical model) of 
observed data. 

The application of statistical modeling to raw data helps data scientists 

approach data analysis in a strategic manner, providing intuitive 

visualizations that aid in identifying relationships between variables 

and making predictions. 

Common data sets for statistical analysis include Internet of Things (IoT) 

sensors, census data, public health data, social media data, imagery data, 

and other public sector data that benefit from real-world predictions. 

https://www.scribbr.com/methodology/population-vs-sample/#:~:text=A%20population%20is%20the%20entire%20group%20that%20you,research%2C%20a%20population%20doesn%E2%80%99t%20always%20refer%20to%20people.
https://www.heavy.ai/technical-glossary/predictive-analytics
https://www.heavy.ai/resources/solution-brief/public-sector-analytics/lp
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Statistical Modeling Techniques 

The first step in developing a statistical model is gathering data, which may 

be sourced from spreadsheets, databases, data lakes, or the cloud. The most 

common statistical modeling methods for analyzing this data are 

categorized as either supervised learning or unsupervised learning. Some 

popular statistical model examples include logistic regression, time-series, 

clustering, and decision trees.  

Supervised learning techniques include regression models and 

classification models: 

 Regression model: a type of predictive statistical model that 
analyzes the relationship between a dependent and an independent 
variable. Common regression models include logistic, polynomial, 
and linear regression models. Use cases include forecasting, time 
series modeling, and discovering the causal effect relationship 
between variables. 

 Classification model: a type of machine learning in which an 
algorithm analyzes an existing, large and complex set of known data 
points as a means of understanding and then appropriately 
classifying the data; common models include models include decision 
trees, Naive Bayes, nearest neighbor, random forests, and neural 
networking models, which are typically used in Artificial Intelligence. 

Unsupervised learning techniques include clustering algorithms and 

association rules: 

 K-means clustering: aggregates a specified number of data points 
into a specific number of groupings based on certain similarities. 

 Reinforcement learning: an area of deep learning that concerns 
models iterating over many attempts, rewarding moves that produce 
favorable outcomes and penalizing steps that produce undesired 
outcomes, therefore training the algorithm to learn the optimal 
process. 

 



UNIT-I [INTRODUCTION] 
 

 

There are three main types of statistical models: parametric, 

nonparametric, and semi parametric: 

 Parametric: a family of probability distributions that has a finite 
number of parameters. 

 Nonparametric: models in which the number and nature of the 
parameters are flexible and not fixed in advance. 

 Semi parametric: the parameter has both a finite-dimensional 
component (parametric) and an infinite-dimensional component 
(nonparametric). 

What Is Statistical Analysis? 

Statistical analysis is the process of collecting and analyzing data in order to 
discern patterns and trends. It is a method for removing bias from 
evaluating data by employing numerical analysis. This technique is useful 
for collecting the interpretations of research, developing statistical models, 
and planning surveys and studies. 
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Types of Statistical Analysis 

Given below are the 6 types of statistical analysis: 

 Descriptive Analysis Descriptive statistical analysis involves 
collecting, interpreting, analyzing, and summarizing data to present 
them in the form of charts, graphs, and tables. Rather than drawing 
conclusions, it simply makes the complex data easy to read and 
understand. 

 Inferential Analysis The inferential statistical analysis focuses on 
drawing meaningful conclusions on the basis of the data analyzed. It 
studies the relationship between different variables or makes predictions 
for the whole population. 

 Predictive Analysis Predictive statistical analysis is a type of statistical 
analysis that analyzes data to derive past trends and predict future events 
on the basis of them. It uses machine learning algorithms, data 
mining, data modelling, and artificial intelligence to conduct the 
statistical analysis of data. 

 Prescriptive Analysis The prescriptive analysis conducts the analysis 
of data and prescribes the best course of action based on the results. It is 
a type of statistical analysis that helps you make an informed decision.  

 Exploratory Data Analysis Exploratory analysis is similar to 
inferential analysis, but the difference is that it involves exploring the 
unknown data associations. It analyzes the potential relationships within 
the data.  

 Causal Analysis: The causal statistical analysis focuses on determining 
the cause and effect relationship between different variables within the 
raw data. In simple words, it determines why something happens and its 
effect on other variables. This methodology can be used by businesses to 
determine the reason for failure.  

https://www.simplilearn.com/what-is-descriptive-statistics-article
https://www.simplilearn.com/inferential-statistics-article
https://www.simplilearn.com/tutorials/machine-learning-tutorial/statistics-for-machine-learning
https://www.simplilearn.com/what-is-data-mining-article
https://www.simplilearn.com/what-is-data-mining-article
https://www.simplilearn.com/what-is-data-modeling-article
https://www.simplilearn.com/tutorials/artificial-intelligence-tutorial/what-is-artificial-intelligence
https://www.simplilearn.com/exploratory-data-analysis-article
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Benefits of Statistical Analysis 

Statistical analysis can be called a boon to mankind and has many benefits 
for both individuals and organizations. Given below are some of the reasons 
why you should consider investing in statistical analysis: 

 It can help you determine the monthly, quarterly, yearly figures of sales 
profits, and costs making it easier to make your decisions. 

 It can help you make informed and correct decisions. 

 It can help you identify the problem or cause of the failure and make 
corrections. For example, it can identify the reason for an increase in 
total costs and help you cut the wasteful expenses. 

 It can help you conduct market analysis and make an effective marketing 
and sales strategy. 

 It helps improve the efficiency of different processes. 

Statistical Analysis Methods 

Although there are various methods used to perform data analysis, given 
below are the 5 most used and popular methods of statistical analysis: 

 Mean 

Mean or average mean is one of the most popular methods of statistical 
analysis. Mean determines the overall trend of the data and is very simple 
to calculate. Mean is calculated by summing the numbers in the data set 
together and then dividing it by the number of data points. Despite the ease 
of calculation and its benefits, it is not advisable to resort to mean as the 
only statistical indicator as it can result in inaccurate decision making.  

 Standard Deviation 

https://www.simplilearn.com/tutorials/data-analytics-tutorial/measures-of-central-tendency
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Standard deviation is another very widely used statistical tool or method. It 
analyzes the deviation of different data points from the mean of the entire 
data set. It determines how data of the data set is spread around the mean. 
You can use it to decide whether the research outcomes can be generalized 
or not.  

 Regression 

Regression is a statistical tool that helps determine the cause and effect 
relationship between the variables. It determines the relationship between 
a dependent and an independent variable. It is generally used to predict 
future trends and events. 

 Hypothesis Testing 

Hypothesis testing can be used to test the validity or trueness of a 
conclusion or argument against a data set. The hypothesis is an assumption 
made at the beginning of the research and can hold or be false based on the 
analysis results.  

 Sample Size Determination 

Sample size determination or data sampling is a technique used to derive a 
sample from the entire population, which is representative of the 
population. This method is used when the size of the population is very 
large. You can choose from among the various data sampling techniques 
such as snowball sampling, convenience sampling, and random sampling.  

Statistical Analysis Examples 

Look at the standard deviation sample calculation given below to 
understand more about statistical analysis. 

The weights of 5 pizza bases in cms are as follows: 

https://www.simplilearn.com/tutorials/statistics-tutorial/hypothesis-testing-in-statistics
https://www.simplilearn.com/types-of-sampling-techniques-article
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Particulars (Weight in 

cms) 
Mean Deviation 

Square of Mean 

Deviation 

9 9-6.4 = 2.6 (2.6)2 = 6.76 

2 2-6.4 = - 4.4 (-4.4)2 = 19.36 

5 5-6.4 = - 1.4 (-1.4)2 = 1.96 

4 4-6.4 = - 2.4 (-2.4)2 = 5.76 

12 12-6.4 = 5.6 (5.6)2 = 31.36 

Calculation of Mean = (9+2+5+4+12)/5 = 32/5 = 6.4 

Calculation of mean of squared mean deviation = 
(6.76+19.36+1.96+5.76+31.36)/5 = 13.04 

Sample Variance = 13.04 

Standard deviation = √13.04 = 3.611 

Reference: What is Statistical Analysis? Types, Methods and Examples | Simplilearn 

What is Statistical Modeling? Definition and FAQs | HEAVY.AI 

https://www.simplilearn.com/what-is-statistical-analysis-article
https://www.heavy.ai/technical-glossary/statistical-modeling#:~:text=Statistical%20modeling%20refers%20to%20the%20data%20science%20process,or%20more%20random%20variables%20and%20other%20non-random%20variables.
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PROBABILITY DISTRIBUTIONS: 

In probability theory and statistics, a probability distribution is the 
mathematical function that gives the probabilities of occurrence of different 
possible outcomes for an experiment. It is a mathematical description of 
a random phenomenon in terms of its sample space and 
the probabilities of events (subsets of the sample space).  

The number of times a value occurs in a sample is determined by 
its probability of occurrence. Probability is a number between 0 and 1 
that says how likely something is to occur: 

 0 means it’s impossible. 
 1 means it’s certain. 

The higher the probability of a value, the higher its frequency in a sample. 

Reference: Introduction to Probability Distributions for Data Science (analyticsvidhya.com) 

FITTING A MODEL: 

Model fitting is a measure of how well a machine 
learning model generalizes to similar data to that on which it was trained. A 
model that is well-fitted produces more accurate outcomes. A model that 
is overfitted matches the data too closely. A model that 
is underfitted doesn’t match closely enough. 

Each machine learning algorithm has a basic set of parameters that can be 
changed to improve its accuracy. During the fitting process, you run an 
algorithm on data for which you know the target variable, known as 
“labeled” data, and produce a machine learning model. Then, you compare 
the outcomes to real, observed values of the target variable to determine 
their accuracy.  

Next, you use that information to adjust the algorithm’s standard 
parameters to reduce the level of error, making it more accurate 
in uncovering patterns and relationships between the rest of its features 
and the target.  

https://en.wikipedia.org/wiki/Probability_theory
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Function_(mathematics)
https://en.wikipedia.org/wiki/Experiment_(probability_theory)
https://en.wikipedia.org/wiki/Randomness
https://en.wikipedia.org/wiki/Sample_space
https://en.wikipedia.org/wiki/Probability
https://en.wikipedia.org/wiki/Event_(probability_theory)
https://en.wikipedia.org/wiki/Subset
https://www.analyticsvidhya.com/blog/2022/04/introduction-to-probability-distributions-for-data-science/
https://www.datarobot.com/wiki/model/
https://www.datarobot.com/wiki/training-validation-holdout/
https://www.datarobot.com/wiki/overfitting/
https://www.datarobot.com/wiki/underfitting/
https://www.datarobot.com/wiki/algorithm/
https://www.datarobot.com/wiki/accuracy/
https://www.datarobot.com/wiki/target/
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You repeat this process until the algorithm finds the optimal parameters 
that produce valid, practical, applicable insights for your practical business 
problem. 

Why is Model Fitting Important? 

Model fitting is the essence of machine learning. If your model doesn’t fit 
your data correctly, the outcomes it produces will not be accurate enough to 
be useful for practical decision-making. A properly fitted model has hyper 
parameters that capture the complex relationships between known 
variables and the target variable, allowing it to find relevant insights or 
make accurate predictions. 

Fitting is an automatic process that makes sure your machine learning 
models have the individual parameters best suited to solve your specific 
real-world business problem with a high level of accuracy. 

Overfitting in Machine Learning 

In the real world, the dataset present will never be clean and perfect. It 
means each dataset contains impurities, noisy data, outliers, missing data, 
or imbalanced data. Due to these impurities, different problems occur that 
affect the accuracy and the performance of the model. One of such 
problems is Overfitting in Machine Learning. Overfitting is a problem that 
a model can exhibit. 

o Overfitting & underfitting are the two main errors/problems in the 

machine learning model, which cause poor performance in Machine 

Learning. 

o Overfitting occurs when the model fits more data than required, and 

it tries to capture each and every datapoint fed to it. Hence it starts 

capturing noise and inaccurate data from the dataset, which degrades 

the performance of the model. 

o An overfitted model doesn't perform accurately with the test/unseen 

dataset and can’t generalize well. 

An overfitted model is said to have low bias and high variance 

https://www.datarobot.com/wiki/insights/
https://www.datarobot.com/wiki/insights/
https://www.datarobot.com/wiki/prediction/
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What is Overfitting? 

 

Underfitting: A statistical model or a machine learning algorithm is 

said to have underfitting when it cannot capture the underlying trend of 

the data, i.e., it only performs well on training data but performs poorly 

on testing data. (It’s just like trying to fit undersized pants!)  

Underfitting destroys the accuracy of our machine learning model. Its 

occurrence simply means that our model or the algorithm does not fit the 

data well enough. 

 It usually happens when we have fewer data to build an accurate model 

and also when we try to build a linear model with fewer non-linear data. 

In such cases, the rules of the machine learning model are too easy and 

flexible to be applied to such minimal data and therefore the model will 

probably make a lot of wrong predictions. Underfitting can be avoided by 

using more data and also reducing the features by feature selection.  

Reasons for Underfitting: 
1. High bias and low variance  
2. The size of the training dataset used is not enough. 
3. The model is too simple. 
4. Training data is not cleaned and also contains noise in it. 
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Reasons for Overfitting are as follows: 

1.  High variance and low bias  
2. The model is too complex 
3. The size of the training data  

Introduction to R Language: 

R is an open-source programming language that is widely used as a 

statistical software and data analysis tool. R generally comes with the 

Command-line interface. R is available across widely used platforms like 

Windows, Linux, and macOS. Also, the R programming language is the 

latest cutting-edge tool. 

Why R Programming Language? 
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 R programming is used as a leading tool for machine learning, 

statistics, and data analysis. Objects, functions, and packages can 

easily be created by R. 

 It’s a platform-independent language. This means it can be applied to 

all operating system. 

 It’s an open-source free language. That means anyone can install it in 

any organization without purchasing a license. 

 R programming language is not only a statistic package but also allows 

us to integrate with other languages (C, C++). Thus, you can easily 

interact with many data sources and statistical packages. 

 The R programming language has a vast community of users and it’s 

growing day by day. 

 R is currently one of the most requested programming languages in the 

Data Science job market that makes it the hottest trend nowadays. 

 

Features of R Programming Language 

 

Statistical Features of R:  

 Basic Statistics: The most common basic statistics terms are the 

mean, mode, and median. These are all known as “Measures of Central 

Tendency.” So using the R language we can measure central tendency 

very easily. 

 Static graphics: R is rich with facilities for creating and developing 

interesting static graphics. R contains functionality for many plot types 

including graphic maps, mosaic plots, biplots, and the list goes on. 

 Probability distributions: Probability distributions play a vital role 

in statistics and by using R we can easily handle various types of 

probability distribution such as Binomial Distribution, Normal 

Distribution, Chi-squared Distribution and many more. 

 Data analysis: It provides a large, coherent and integrated collection of 

tools for data analysis. 
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Programming Features of R:   

 R Packages: One of the major features of R is it has a wide availability 

of libraries. R has CRAN(Comprehensive R Archive Network), which is a 

repository holding more than 10, 0000 packages. 

 Distributed Computing: Distributed computing is a model in which 

components of a software system are shared among multiple computers 

to improve efficiency and performance. Two new packages ddR and 

multidplyr used for distributed programming in R were released in 

November 2015. 

 

Advantages of R:   

 R is the most comprehensive statistical analysis package. As new 

technology and concepts often appear first in R. 

 As R programming language is an open source. Thus, you can run R 

anywhere and at any time. 

 R programming language is suitable for GNU/Linux and Windows 

operating system. 

 R programming is cross-platform which runs on any operating system. 

 In R, everyone is welcome to provide new packages, bug fixes, and 

code enhancements. 

 

Disadvantages of R:   

 In the R programming language, the standard of some packages is less 

than perfect. 

 Although, R commands give little pressure to memory management. So 

R programming language may consume all available memory. 

 In R basically, nobody to complain if something doesn’t work. 

 R programming language is much slower than other programming 

languages such as Python and MATLAB. 

 

Applications of R:   

 We use R for Data Science. It gives us a broad variety of libraries 

related to statistics. It also provides the environment for statistical 

computing and design. 
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 R is used by many quantitative analysts as its programming tool. Thus, 

it helps in data importing and cleaning. 

 R is the most prevalent language. So many data analysts and research 

programmers use it. Hence, it is used as a fundamental tool for 

finance. 

 Tech giants like Google, Facebook, bing, Twitter, Accenture, Wipro and 

many more using R nowadays. 

 

Data types in R 

 Data Type Example Verify 

Logical TRUE, FALSE  Live Demo  

v <- TRUE  

print(class(v)) 

it produces the following result − 

[1] "logical"  

Numeric 12.3, 5, 999  Live Demo  

v <- 23.5 

print(class(v)) 

it produces the following result − 

[1] "numeric" 

Integer 2L, 34L, 0L  Live Demo  

v <- 2L 

print(class(v)) 

it produces the following result − 

[1] "integer" 

Complex 3 + 2i  Live Demo  

v <- 2+5i 

print(class(v)) 

it produces the following result − 

http://tpcg.io/JTJk0B
http://tpcg.io/xZEowl
http://tpcg.io/NxIdEM
http://tpcg.io/4vSOmw
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[1] "complex" 

Character 'a' , '"good", "TRUE", '23.4'  Live Demo  

v <- "TRUE" 

print(class(v)) 

it produces the following result − 

[1] "character" 

Raw "Hello" is stored as 48 65 6c 6c 6f  Live Demo  

v <- charToRaw("Hello") 

print(class(v)) 

it produces the following result − 

[1] "raw"  

In R programming, the very basic data types are the R-objects 
called vectors which hold elements of different classes as shown above. 
Please note in R the number of classes is not confined to only the above six 
types. For example, we can use many atomic vectors and create an array 
whose class will become array. 

 

ENVIRONMENTAL SETUP: 

 Reference : R Programming Environment setup in Windows - bbminfo 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://tpcg.io/YKv1ut
http://tpcg.io/hJkXrL
https://www.bbminfo.com/r/r-programming-environment-setup.php#:~:text=R%20Programming%20-%20Environment%20Setup%20in%20Windows%20to,and%20finally%20click%20the%20Ok%20button.%20More%20items
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Different types of plots in python and SVM(Support vector 

machine) 

Pie chart: 

 

Bar graph 
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Histograms  

 

Scatterplot 
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Line graphs 

 

Heatmaps  
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SVM(Support Vector Machine) 
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UNIT-V 

DATA VISUALIZATION 

Data visualization: 

Data visualization is a graphical representation of quantitative information and data by using 

visual elements like graphs, charts, and maps. 

Data visualization converts large and small data sets into visuals, which is easy to understand and 

process for humans. 

Data visualization tools provide accessible ways to understand outliers, patterns, and trends in 

the data. 

In the world of Big Data, the data visualization tools and technologies are required to analyze 

vast amounts of information. 

Data visualizations are common in your everyday life, but they always appear in the form of 

graphs and charts. The combination of multiple visualizations and bits of information are still 

referred to as Infographics. 

Data visualizations are used to discover unknown facts and trends. You can see visualizations in 

the form of line charts to display change over time. Bar and column charts are useful for 

observing relationships and making comparisons. A pie chart is a great way to show parts-of-a-

whole. And maps are the best way to share geographical data visually. 

Today's data visualization tools go beyond the charts and graphs used in the Microsoft Excel 

spreadsheet, which displays the data in more sophisticated ways such as dials and gauges, 

geographic maps, heat maps, pie chart, and fever chart. 

What makes Data Visualization Effective? 

Effective data visualization are created by communication, data science, and design collide. Data 

visualizations did right key insights into complicated data sets into meaningful and natural. 

American statistician and Yale professor Edward Tufte believe useful data visualizations 

consist of ?complex ideas communicated with clarity, precision, and efficiency. 



 

To craft an effective data visualization, you need to start with clean data that is well-sourced and 

complete. After the data is ready to visualize, you need to pick the right chart. 

After you have decided the chart type, you need to design and customize your visualization to 

your liking. Simplicity is essential - you don't want to add any elements that distract from the 

data. 

Why Use Data Visualization? 

1. To make easier in understand and remember. 

2. To discover unknown facts, outliers, and trends. 

3. To visualize relationships and patterns quickly. 

4. To ask a better question and make better decisions. 

5. To competitive analyze. 

6. To improve insights. 



Here are some noteworthy numbers, based on research, that confirm the importance of 

visualization: 

 People get 90% of information about their environment from the eyes. 

 50% of brain neurons take part in visual data processing. 

 Pictures increase the wish to read a text up to 80%. 

 People remember 10% of what they hear, 20% of what they read, and 80% of what they see. 

 If a package insert doesn’t contain any illustrations, people will remember 70% of the 

information. With pictures added, they’ll remember up to 95%. 

Relevant data visualization brings lots of advantages for your business: 

 Fast decision-making. Summing up data is easy and fast with graphics, which let you 

quickly see that a column or touchpoint is higher than others without looking through several 

pages of statistics in Google Sheets or Excel. 

 More people involved. Most people are better at perceiving and remembering information 

presented visually. 

 Higher degree of involvement. Beautiful and bright graphics with clear messages attract 

readers’ attention. 

 Better understanding of data. Perfect reports are transparent not only for technical 

specialists, analysts, and data scientists but also for CMOs and CEOs, and help each and 

every worker make decisions in their area of responsibility. 

Principles of successful data visualization 

The first thing to do before creating any graphic is to check all data for accuracy and consistency. 

For example, if the scaling factor is 800%, whereas the average is 120–130%, you should check 

where this number comes from. Maybe it’s some kind of outlier that you need to delete from the 

graph so it doesn’t skew the overall picture: 800% downplays the difference between 120% and 

130%. This kind of outlying data in a report can lead to an incorrect decision. In real life, we’re 

accustomed to the fact that the right message should be delivered to the right person at the right 

time. There are three similar principles for data visualization: 

https://www.google.com/url?q=https://www.semrush.com/blog/the-power-of-infographics-how-do-they-create-impact/&sa=D&ust=1554880045116000&usg=AFQjCNGgcLO57o0r9HiC5saLlA7AOpE5Cg


1. Choose the right graphic depending on your goal. 

2. Confirm that the message of your graphic suits the audience. 

3. Use an appropriate design for the graphic. 

If your message is timely but the graphic isn’t dynamic or there’s an incorrect insight or a difficult 

design, then you won’t get the result you hoped for. 

Types of graphs and how to choose 

If you choose the wrong graph, your readers will be confused or interpret the data incorrectly. 

That’s why before creating a graph, it’s important to decide what data you want to visualize and 

for what purpose: 

 To compare different data points 

 To show data distribution: for instance, which data points are frequent and which are not 

 To show the structure of something with the help of data 

 To follow the connections between data points 

Let’s have a look at the most popular types of charts and the goals they can help you achieve. 

1. Line chart 

 

Image courtesy of the author 



A line chart shows how one or more variables change across data points. This type of chart is 

useful for comparing changes within data sets over time — for instance, traffic statistics for three 

landing pages by month over a one-year period. 

2. Bar chart 

 

Image courtesy of the author 

The bar chart is another diagram that’s perfectly suited for comparing data sets. Horizontal bar 

charts are often used when you need to compare lots of data sets or to visually emphasize the 

distinct advantage of one of the data sets. Vertical bar charts illustrate how data points change 

over time — for example, how the annual company profit has changed over the past few years. 

3. Histogram 

 

Image courtesy of the author 

A histogram is often mistaken for a bar chart due to their visual similarities, but the goals of these 

charts are different. A histogram shows the distribution of a data set across a continuous interval 

or a definite time period. On the vertical axis of this chart, you can see frequency, whereas on the 

horizontal you can see time intervals. 

 



Unlike a histogram, a bar chart doesn’t show any continuous interval; each column displays a 

category of its own. It’s easier to demonstrate the number of purchases in different years with the 

help of a bar chart. If you want to know the order values ($10–100, $101–200, $201–300, etc.) of 

purchases, it’s better to choose a histogram. 

4. Pie chart 

 

Image courtesy of the author 

The pie chart displays shares of each value in a data set. It’s used to show the components of any 

data set. For instance, what percentage of general sales is attributed to each product category? 

5. Scatter plot 

 

Image courtesy of the author 



The scatter plot shows the connection between data points. For example, with the help of a scatter 

plot, you can find out how the conversion rate changes depending on the size of the product 

discount. 

6. Bubble chart:    This is an interesting chart that allows you to compare two parameters by 

means of a third. Let’s take the conversion rate and discount size from the previous example, add 

to them revenue (indicated by circle size), and we’ll get something like the following chart. 

 

Image courtesy of the author 

Looking at this chart, it’s easy to notice that products with a 30% discount have the highest 

conversion rate, while products with no discount or a 5% discount bring in the most revenue. 

7. Geo chart 

 

Image courtesy of the author 

The geo chart is a simple one. It’s used when you need to demonstrate a certain distribution across 

regions, countries, and continents. 



We’ve mentioned some of the most popular charts but not all of them. You can find other types of 

graphs in the Data Visualization Catalogue. Also, we recommend this handy infographic that 

helps you choose the right type of chart for your goal(s). 

Comparing reporting software 

Nowadays, there are lots of data visualization tools on the market. Some of them are paid, others 

are free. Some of them work fully on the web, others can be installed on a desktop but work 

online, and others are offline only. We’ve made a list of 10 popular tools for data visualization: 

1. Excel/Google Spreadsheets 

2. Data Studio 

3. Tableau 

4. Power BI 

5. QlikView 

6. R Studio 

7. Visual.ly 

8. Tangle 

9. iCharts 

10. Smart Data 

The first five tools and services are produced by companies specializing in data visualization. 

Numbers six through ten are quite interesting tools, mostly free and online. They offer non-

standard types of visualization and may offer new ways of approaching your data. 

What to look for when choosing a reporting tool: 

 Start from the tasks you want to accomplish. For example, a major trend on the market 

nowadays is dynamic reports. If a tool cannot work with dynamic reports, that’s a strike 

against it. 

https://datavizcatalogue.com/index.html
https://www.labnol.org/software/find-right-chart-type-for-your-data/6523/
https://datastudio.google.com/
https://public.tableau.com/s/
https://powerbi.microsoft.com/en-us/
https://www.qlik.com/us
https://www.r-project.org/
https://visual.ly/
http://worrydream.com/Tangle/
http://icharts.net/
https://www.owox.com/products/bi/smart-data/


 Consider the amount of money you’re ready to pay. If your team is big enough and every 

employee has to work with the visualization tool, then the cost per user may be a stop sign. 

 Decide who will use the tool and how. Is there a possibility for group editing? How simple 

is it to start working with the tool? Is the interface friendly? Is there a possibility to create a 

report without any knowledge of programming? For example, R Studio is a great service, 

especially for searching for trends and building attribution and correlation models. But if you 

don’t know any programming languages, can’t connect any specific libraries, and aren’t a 

technical specialist, it will be difficult for you to start working with R Studio. 

We’ve chosen five services and prepared a table comparing their advantages, disadvantages, and 

main characteristics. Before we start, let’s explain how dynamic data visualization and dynamic 

reports differ. 

Dynamic reports refer to the possibility to import data from different sources in real time. Google 

Data Studio doesn’t have dynamic reports. Let’s say we’ve connected a Data Studio request from 

Google BigQuery and then changed something in this request. To record these changes in the 

report, we at least need to refresh the Data Studio page. However, if in Google BigQuery we add 

or delete some field (not just change the logic of the calculation but change the table structure), 

then Data Studio will close the report with an error. You’ll have to redo it. 

Dynamic data visualization refers to the possibility to look at summary statistics over different 

dates during one session. For example, in Google Analytics you can change the time interval and 

get statistics for the dates you need. 

Key characteristics of the top five visualization tools 



 

We want to discuss in detail three tools that are actively used alongside OWOX BI: Google Data 

Studio, Google Sheets, and OWOX BI Smart Data. 

Inspiring Examples of Industrial Design 

 

Looking for inspiring examples of industrial design? The following products solve design 

dilemmas, inspire creativity, and bring beauty and fun to everyday life. 

Some of the designs below are available for purchase, and others are prototypes for 

potential products. 

1. Morgan Felt Folding Stool by Brett Mellor 

 

The Felt Folding Stool brings origami and flat pack together in a piece of furniture. The 

felt is saturated with resin in a specific pattern to create rigid panels with flexible non-

resined seams like a folded sheet of paper. This allows the felt to fold up into a stool or 

collapse flat for easy storage and transportation. 

https://www.behance.net/gallery/17303465/The-Morgan-Felt-Folding-Stool


 
2)Armstrong Light Trap 

 

 

The LEDs in the Armstrong light trap turn on when the lamp is uncorked, and off when the 

corks are put in place. The amount of light emanating from the lamp can be controlled by 

removing multiple corks. 

3. “In the Fog” by Dmitry Kozinenko 

 
 

The “In the Fog” metal furniture project combines an industrial aesthetic with 

more ethereal, organic textures. The various pieces look like they’ve materialized out of thin 

air, or that they’re gradually disappearing into the fog. 

 

4. Nessie Ladle by Jenny Pokryvailo 

The Nessie Ladle is a great example of form meets function meets FUN. Nessie’s legs allow 

the ladle to stand upright on its own (great for preventing soup spills), and the handle gives 

the appearance of a mythical culinary interloper. Beware! 

 

https://www.behance.net/gallery/21357109/Armstrong-light-trap-
https://www.behance.net/gallery/23161807/In-the-fog
https://www.behance.net/gallery/22751107/Nessie-Ladle


 
 

5. Vool. The Wooden Laptop Stand. 

 
 

 
From the project description on Industrial Design Served: 

Vool is a wooden laptop stand brought to you by a member of Dopludo collective that will 

turn long working hours in front of a laptop into a pleasure. Using your laptop with Vool 

stand provides healthy ergonomics and proper posture. Add external keyboard and 

mouse/tablet and you got yourself fully functional desktop computer, when done with it, 

there’s a space inside of a stand you can put it in (also perfect for A4 paper/documents). It 

also can be used as an independent laptop stand. Being placed on a lap it provides posture 

and protects legs from laptop’s heat. 

 

 

 

 

 

 

 

 

http://www.industrialdesignserved.com/gallery/Vool-The-Wooden-Laptop-Stand/832554
http://www.industrialdesignserved.com/gallery/Vool-The-Wooden-Laptop-Stand/832554


6. Rotary Mechanical by Richard Clarkson 

 
The Rotary Mechanical smartphone might not be practical, but  the concept is pretty cool. 

The steampunk and minimalism-inspired design is a “harmonious combination 

of mechanical parts and digital technologies.” It has interchangeable brass dials (a rotary 

dial and a button dial) and an electroplated copper body that’s designed to look 

even better with wear. 

All pieces can be replaced modularly as new technology becomes available, thus helping to 

reduce “digital rot.” 

 

DATA SCIENCE AND ETHICAL ISSUES 

 

Despite the numerous possibilities and advantages of data science to solve complex problems 

and gain new insights, the appropriate way of using and analyzing data, especially in today’s 

technologically dependent society, continues to face ethical questions and challenges. Although 

ethics in relation to computer science has been a topic of discussion since the 1950s, the topic 

has only recently joined the data science debate. Nonetheless, an overall consent or a common 

conceptual framework for ethics in data science is still nonexistent. In particular, privacy rights, 

data validity, and algorithm fairness in the areas of Big Data, Artificial Intelligence, and Machine 

Learning are the most important ethical challenges in need of a more thorough investigation. 

Thus, this chapter contributes to the overall discussion by providing an overview of current 

ethical challenges that are not only crucial for data science in general but also for the tourism 

industry in the future. 

Ethics in Data Science and Proper Privacy and Usage of Data 
Data may be utilized to make decisions and have a large influence on businesses. 
However, this valuable resource is not without its drawbacks. How can businesses 
acquire, keep, and use data in an ethical manner? What are the rights that must be 
protected? Some ethical practices must be followed by data-handling business 
personnel. Data is someone’s personal information and there must be a proper way to 
use the data and maintain privacy. 

http://www.industrialdesignserved.com/gallery/Rotary-Mechancial/1760466


What is Ethics? 

The term “ethics” comes from the Greek word Ethos, which means “habit” or 

“custom.” Ethics instructs us on what is good and wrong. Philosophers have pondered 

this crucial topic for a long time and have a lot to say about it. Most people associate 

ethics with morality: a natural sense of what is “good.” We as humans live in a 

society, and society has rules and regulations. We must be able to decide what is right 

and what is wrong. Ethics deals with feelings, laws, and social norms which determine 

right from wrong. Our ways of life must be reasonable and live up to the standards of 

society. 

Why Ethics in Data Science is important? 

Today, data science has a significant impact on how businesses are conducted in 

disciplines as diverse as medical sciences, smart cities, and transportation. Whether 

it’s the protection of personally identifiable data, implicit bias in automated decision-

making, the illusion of free choice in psychographics, the social impacts of 

automation, or the apparent divorce of truth and trust in virtual communication, the 

dangers of data science without ethical considerations are as clear as ever. The need 

for a focus on data science ethics extends beyond a balance sheet of these potential 

problems because data science practices challenge our understanding of what it means 

to be human. 

Algorithms, when implemented correctly, offer enormous potential for good in the 

world. When we employ them to perform jobs that previously required a person, the 

benefits may be enormous: cost savings, scalability, speed, accuracy, and consistency, 

to name a few. And because the system is more precise and reliable than a human, the 

outcomes are more balanced and less prone to social prejudice. 



 

 

Next generation data scientist 
 

1. Data Scientist A data scientist collects, analyzes, and interprets large volumes of data, in 

many cases, to improve a company's operations 



2. 3. Ideally the generation of data scientists-in- training are seeking to do more than 

become technically proficient and land a comfy salary in a nice city—although those 

things would be nice. We’d like to encourage the next-gen data scientists to become 

problem solvers and question askers, to think deeply about appropriate design and 

process, and to use data responsibly and make the world better, not worse. Let’s explore 

those concepts in more detail in the next sections. The best minds of my generation are 

thinking about how to make people click ads… That sucks. 

3. 4. BEING PROBLEM SOLVERS First, let’s discuss the technical skills. Next gen data 

scientists should strive to have a variety of hard skills including coding, statistics, 

machine learning, visualization, communication, and math. Also, a solid foundation in 

writing code, and coding practices such as paired programming, code reviews, 

debugging, and version control are incredibly valuable. 1 

4. 5. It’s never too late to emphasize exploratory data analysis and conduct feature selection 

as Will Cukierski emphasized. Brian Dalessandro emphasized the infinite models a data 

scientist has to choose from—constructed by making choices about which classifier, 

features, loss function, optimization method, and evaluation metric to use. Huffaker 

discussed the construction of features or metrics: transforming the variables with logs, 

constructing binary variables (e.g., the user did this action five times), and aggregating 

and counting. As a result of perceived triviality, all this stuff is often overlooked, when 

it’s a critical part of data science. It’s what Dalessandro called the “Art of Data Science.” 

5. 6. Another caution: many people go straight from a dataset to applying a fancy algorithm. 

But there’s a huge space of important stuff in between. It’s easy to run a piece of code 

that predicts or classifies, and to declare victory when the algorithm converges. That’s 

not the hard part. The hard part is doing it well and making sure the results are correct 

and interpretable. 

6. 7. WHAT WOULD A NEXT-GEN DATA SCIENTIST DO? Next-gen data scientists 

don’t try to impress with complicated algorithms and models that don’t work. They spend 

a lot more time trying to get data into shape than anyone cares to admit maybe up to 90% 

of their time. Finally, they don’t find religion in tools, methods, or academic departments. 

They are versatile and interdisciplinary. 

7. 8. CULTIVATING SOFT SKILLS Tons of people can implement k- nearest neighbors, 

and many do it badly. In fact, almost everyone starts out doing it badly. What matters 

isn’t where you start out, it’s where you go from there. It’s important that one cultivates 

good habits and that one remains open to continuous learning. Some habits of mind that 

we believe might help solve problems are persistence, thinking about thinking, thinking 

flexibly, striving for accuracy, and listening with empathy. 

8. WHAT WOULD A NEXT-GEN DATA SCIENTIST DO? Next-gen data scientists remain 

skeptical about models themselves, how they can fail, and the way they’re used or can be 

misused. Next gen data scientists understand the implications and consequences of the models 

they’re building. They think about the feedback loops and potential gaming of their models. 

https://image.slidesharecdn.com/nextgenerationdatascientist-210803181350/95/next-generation-data-scientist-data-analytics-devansh-koolwal-3-638.jpg?cb=1628014754
https://image.slidesharecdn.com/nextgenerationdatascientist-210803181350/95/next-generation-data-scientist-data-analytics-devansh-koolwal-4-638.jpg?cb=1628014754
https://image.slidesharecdn.com/nextgenerationdatascientist-210803181350/95/next-generation-data-scientist-data-analytics-devansh-koolwal-5-638.jpg?cb=1628014754
https://image.slidesharecdn.com/nextgenerationdatascientist-210803181350/95/next-generation-data-scientist-data-analytics-devansh-koolwal-6-638.jpg?cb=1628014754
https://image.slidesharecdn.com/nextgenerationdatascientist-210803181350/95/next-generation-data-scientist-data-analytics-devansh-koolwal-7-638.jpg?cb=1628014754
https://image.slidesharecdn.com/nextgenerationdatascientist-210803181350/95/next-generation-data-scientist-data-analytics-devansh-koolwal-8-638.jpg?cb=1628014754
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